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(57) ABSTRACT

A method of measuring the degree of enhancement made to a
voice signal by receiving the voice signal, identifying formant
regions in the voice signal, computing stationarity for each
identified formant region, enhancing the voice signal, identi-
fying formant regions in the enhanced voice signal that cor-
respond to those identified in the received voice signal, com-
puting stationarity for each formant region identified in the
enhanced voice signal, comparing corresponding stationarity
results for the received and enhanced voice signals, and cal-
culating at least one user-definable statistic of the comparison
results as the degree of enhancement made to the received
voice signal.

18 Claims, 1 Drawing Sheet
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METHOD OF MEASURING DEGREE OF
ENHANCEMENT TO VOICE SIGNAL

FIELD OF INVENTION

The present invention relates, in general, to data processing
and, in particular, to speech signal processing.

BACKGROUND OF THE INVENTION

Methods of voice enhancement strive to either reduce lis-
tener fatigue by minimizing the effects of noise or increasing
the intelligibility of the recorded voice signal. However,
quantification of voice enhancement has been a difficult and
often subjective task. The final arbiter has been human, and
various listening tests have been devised to capture the rela-
tive merits of enhanced voice signals. Therefore, there is a
need for a method of quantifying an enhancement made to a
voice signal. The present invention is such a method.

U.S. Pat. Appl. No. 20010014855, entitled “METHOD
AND SYSTEM FOR MEASUREMENT OF SPEECH DIS-
TORTION FROM SAMPLES OF TELEPHONIC VOICE
SIGNALS,” discloses a device for and method of measuring
speech distortion in a telephone voice signal by calculating
and analyzing first and second discrete derivatives in the
voice waveform that would not have been made by human
articulation, looking at the distribution of the signals and the
number of times the signals crossed a predetermined thresh-
old, and determining the number of times the first derivative
data is less than a predetermined value. The present invention
does not measure speech distortion as does U.S. Pat. Appl.
No. 20010014855. U.S. Pat. Appl. No. 20010014855 is
hereby incorporated by reference into the specification of the
present invention.

U.S. Pat. Appl. No. 20020167937, entitled “EMBED-
DING SAMPLE VOICE FILES IN VOICE OVER IP (VoIP)
GATEWAYS FOR VOICE QUALITY MEASUREMENTS;,”
discloses a method of measuring voice quality by using the
Perceptual Analysis Measurement System (PAMS) and the
Perceptual Speech Quality Measurement (PSQM). The
present invention does not use PAMS or PSQM as does U.S.
Pat. Appl. No. 20020167937. U.S. Pat. Appl. No.
20020167937 is hereby incorporated by reference into the
specification of the present invention.

U.S. Pat. Appl. No. 20040059572, entitled “APPARATUS
AND METHOD FOR QUANTITATIVE MEASUREMENT
OF VOICE QUALITY IN PACKET NETWORK ENVI-
RONMENTS,” discloses a device for and method of measur-
ing voice quality by introducing noise into the voice signal,
performing speech recognition on the signal containing
noise. More noise is added to the signal until the signal is no
longer recognized. The point at which the signal is no longer
recognized is a measure of the suitability of the transmission
channel. The present invention does not introduce noise into
avoice signal as does U.S. Pat. Appl. No. 20040059572. U.S.
Pat. Appl. No. 20040059572 is hereby incorporated by refer-
ence into the specification of the present invention.

U.S. Pat. Appl. No. 20040167774, entitled “AUDIO-
BASED METHOD SYSTEM, AND APPARATUS FOR
MEASUREMENT OF VOICE QUALITY;” discloses a
device for and method of measuring voice quality by process-
ing a voice signal using an auditory model to calculate voice
characteristics such as roughness, hoarseness, strain, changes
in pitch, and changes in loudness. The present invention does
not measure voice quality as does U.S. Pat. Appl. No.
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20040167774. U.S. Pat. Appl. No. 20040167774 is hereby
incorporated by reference into the specification of the present
invention.

U.S. Pat. Appl. No. 20040186716, entitled “MAPPING
OBJECTIVE VOICE QUALITY METRICS TO A MOS
DOMAIN FOR FIELD MEASUREMENTS,” discloses a
device for and method of measuring voice quality by using
the Perceptual Evaluation of Speech Quality (PESQ) method.
The present invention does not use the PESQ method as does
U.S. Pat. Appl. No. 20040186716. U.S. Pat. Appl. No.
20040186716 is hereby incorporated by reference into the
specification of the present invention.

U.S. Pat. Appl. No. 20060093094, entitled “AUTOMATIC
MEASUREMENT AND ANNOUNCEMENT VOICE
QUALITY TESTING SYSTEM,” discloses a device for and
method of measuring voice quality by using the PESQ
method, the Mean Opinion Score (MOS-L.QO) method, and
the R-Factor method described in International Telecommu-
nications Union (ITU) Recommendation G.107. The present
invention does not use the PESQ method, the MOS-LQO
method, or the R-factor method as does U.S. Pat. Appl. No.
20060093094. U.S. Pat. Appl. No. 20060093094 is hereby
incorporated by reference into the specification of the present
invention.

SUMMARY OF THE INVENTION

Itis an object of the present invention to measure the degree
of enhancement made to a voice signal.

The present invention is a method of measuring the degree
of enhancement made to a voice signal.

The first step of the method is receiving the voice signal.

The second step of the method is identifying formant
regions in the voice signal.

The third step of the method is computing stationarity for
each formant region identified in the voice signal.

The fourth step of the method is enhancing the voice signal.

The fifth step of the method is identifying the same formant
regions in the enhanced voice signal as was identified in the
second step.

The sixth step of the method is computing stationarity for
each formant region identified in the enhanced voice signal.

The seventh step of the method is comparing correspond-
ing results of the third and sixth steps.

The eighth step of the method is calculating at least one
user-definable statistic of the results of the seventh step as the
degree of enhancement made to the voice signal.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a flowchart of the present invention.

DETAILED DESCRIPTION

The present invention is a method of measuring the degree
of enhancement made to a voice signal. Voice signals are
statistically non-stationary. That is, the distribution of values
in a signal changes with time. The more noise, or other cor-
ruption, that is introduced into a signal the more stationary its
distribution of values becomes. In the present invention, the
degree of reduction in stationarity in a signal as a result of a
modification to the signal is indicative of the degree of
enhancement made to the signal.

FIG. 1 is a flowchart of the present invention.

The first step 1 of the method is receiving a voice signal. If
the voice signal is received in analog format, it is digitized in
order to realize the advantages of digital signal processing
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(e.g., higher performance). In an alternate embodiment, the
voice signal is segmented into a user-definable number of
segments.

The second step 2 of the method is identitying a user-
definable number of formant regions in the voice signal. A
formant is any of several frequency regions of relatively great
intensity and variation in the speech spectrum, which together
determine the linguistic content and characteristic quality of
the speaker’s voice. A formant is an odd multiple of the
fundamental frequency of the vocal tract of the speaker. For
the average adult, the fundamental frequency is 500 Hz. The
first formant region centers around the fundamental fre-
quency. The second format centers around 1500 Hz. The third
formant region centers around 2500 Hz. Additional formants
exist at higher frequencies. Any number of formant regions
derived by any sufficient method may be used in the present
invention. In the preferred embodiment, the Cepstrum (pro-
nounced kept-strum) is used to identify formant regions. Cep-
strum is a jumble of the word “spectrum.” It was arrived at by
reversing the first four letters of the word “spectrum.”” A
Cepstrum may be real or complex. A real Cepstrum of'a signal
is determined by computing a Fourier Transform of the sig-
nal, determining the absolute value of the Fourier Transform,
determining the logarithm of the absolute value, and comput-
ing the Inverse Fourier Transform of the logarithm. A com-
plex Cepstrum of a signal is determined by computing a
Fourier Transform of the signal, determining the complex
logarithm of the Fourier Transform, and computing the
Inverse Fourier Transform of the logarithm. Fither a real
Cepstrum or an absolute value of a complex Cepstrum may be
used in the present invention.

The third step 3 of the method is computing stationarity for
each formant region identified in the voice signal. Stationarity
refers to the temporal change in the distribution of values in a
signal. A signal is deemed stationary if its distribution of
values does not change within a user-definable period of time.
Inthe preferred embodiment, stationarity is determined using
at least one user-definable average of values in the user-
definable formant regions (e.g., arithmetic average, geomet-
ric average, and harmonic average, etc.). The arithmetic aver-
age of a set of values is the sum of all values divided by the
total number of values. The geometric average of a set of n
values is found by calculating the product of the n values, and
then calculating the nth-root of the product. The harmonic
average of a set of values is found by determining the recip-
rocals ofthe values, determining the arithmetic average of the
reciprocals, and then determining the reciprocal of the arith-
metic average. The arithmetic average of a set of positive
values is larger than the geometric average of the same values,
and the geometric average of a set of positive values is larger
than the harmonic average of the same values. The closer, or
less different, these averages are to each other the more sta-
tionary is the corresponding voice signal. Any combination of
these averages may be used in the present invention to gauge
stationarity ofa voice signal (i.e., arithmetic-geometric, arith-
metic-harmonic, and geometric-harmonic). Any suitable dif-
ference calculation may be used in the present invention. In
the preferred embodiment, difference calculations include
difference, ratio, difference divided by sum, and difference
divided by one plus the difference.

The fourth step 4 of the method is enhancing the voice
signal received in the second step 2. In an alternate embodi-
ment, a digitized voice signal and/or segmented voice signal
is enhanced. Any suitable enhancement method may be used
in the present invention (e.g., noise reduction, echo cancella-
tion, delay-time minimization, volume control, etc.).
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The fifth step 5 of the method is identifying formant
regions in the enhanced voice signal that correspond to those
identified in the second step 2.

The sixth step 6 of the method is computing stationarity for
each formant region identified in the enhanced voice signal.

The seventh step 7 of the method is comparing correspond-
ing results of the third step 3 and the sixth step 6. Any suitable
comparison method may be used in the present invention. In
the preferred embodiment, the comparison method is chosen
from the group of comparison methods that include ratio
minus one and difference divided by sum.

The eighth step 8 of the method is calculating at least one
user-definable statistic of the results of the seventh step 7 as
the degree of enhancement made to the voice signal. Any
suitable statistical method may be used in the present inven-
tion. In the preferred embodiment, the statistical method is
chosen from the group of statistical methods including arith-
metic average, median, and maximum value.

What is claimed is:

1. A method of measuring the degree of enhancement made
to a voice signal, comprising the steps of:

a) receiving, on a digital signal processor, the voice signal;

b) identifying, on the digital signal processor, a user-defin-
able number of formant regions in the voice signal;

¢) computing, on the digital signal processor, stationarity
for each formant region identified in the voice signal;

d) enhancing, on the digital signal processor, the voice
signal;

e) identifying, on the digital signal processor, formant
regions in the enhanced voice signal that correspond to
those identified in step (b);

f) computing, on the digital signal processor, stationarity
for each formant region identified in the enhanced voice
signal;

g) comparing, on the digital signal processor, correspond-
ing results of step (c¢) and step

(f); and

h) calculating, on the digital signal processor, at least one
user-definable statistic of the results of step (g) as the
degree of enhancement made to the voice signal.

2. The method of claim 1, further including the step of
digitizing the received voice signal if the signal is received in
analog format.

3. The method of claim 1, further including the step of
segmenting the received voice signal into a user-definable
number of segments.

4. The method of claim 1, wherein each step of identifying
formant regions is comprised of the step of identifying for-
mant regions using an estimate of a Cepstrum.

5. The method of claim 4, wherein the step of estimating a
Cepstrum is comprised of selecting from the group of Cep-
strum estimations consisting of a real Cepstrum and an abso-
lute value of a complex Cepstrum.

6. The method of claim 1, wherein each step of computing
stationarity for each formant region is comprised of the steps
of:

1) calculating an arithmetic average of the formant region;

ii) calculating a geometric average of the formant region;

iii) calculating a harmonic average of the formant region;
and

iv) comparing any user-definable combination of two
results of step (i), step (ii), and step (iii).

7. The method of claim 6, wherein the step of comparing
any user-definable combination of two results of step (i), step
(ii), and step (iii) is comprised of the step of comparing any
user-definable combination of two results of step (i), step (ii),
and step (iii) using a comparison method selected from the
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group of comparison methods consisting of difference, dif-
ference divided by sum, and difference divided by one plus
the difference.

8. The method of claim 1, wherein each step of enhancing
the voice signal is comprised of enhancing the voice signal
using a voice enhancement method selected from the group of
voice enhancement methods consisting of, echo cancellation,
delay-time minimization, and volume control.

9. The method of claim 1, wherein the step of comparing
corresponding results of step (c) and step (f) is comprised of
comparing corresponding results of step (¢) and step (f) using
a comparison method selected from the group of comparison
methods consisting of a ratio of corresponding results of step
(c) and step (f) minus one and a difference of corresponding
results of step (¢) and step (f) divided by a sum of correspond-
ing results of step (c¢) and step ().

10. The method of claim 1, wherein the step of calculating
at least one user-definable statistic of the results of step (g) is
comprised of calculating at least one user-definable statistic
of the results of step (g) using a statistical method selected
from the group of statistical methods consisting of arithmetic
average, median, and maximum value.

11. The method of claim 2, further including the step of
segmenting the received voice signal into a user-definable
number of segments.

12. The method of claim 11, wherein each step of identi-
fying formant regions is comprised of the step of identifying
formant regions using an estimate of a Cepstrum.

13. The method of claim 12, wherein the step of estimating
a Cepstrum is comprised of selecting from the group of Cep-
strum estimations consisting of a real Cepstrum and an abso-
lute value of a complex Cepstrum.

14. The method of claim 13, wherein each step of comput-
ing stationarity for each formant region is comprised of the
steps of:
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1) calculating an arithmetic average of the formant region;

ii) calculating a geometric average of the formant region;

iii) calculating a harmonic average of the formant region;

and

iv) comparing any user-definable combination of two

results of step (i), step (ii), and step (iii).

15. The method of claim 14, wherein the step of comparing
any user-definable combination of two results of step (i), step
(ii), and step (iii) is comprised of the step of comparing any
user-definable combination of two results of step (i), step (ii),
and step (iii) using a comparison method selected from the
group of comparison methods consisting of difference, ratio,
difference divided by stun, and difference divided by one plus
the difference.

16. The method of claim 15, wherein each step of enhanc-
ing the voice signal is comprised of enhancing the voice
signal using a voice enhancement method selected from the
group of voice enhancement methods consisting of echo can-
cellation, delay-time minimization, and volume control.

17. The method of claim 16, wherein the step of comparing
corresponding results of step (c) and step (f) is comprised of
comparing corresponding results of step (c) and step (f) using
a comparison method selected from the group of comparison
methods consisting of a ratio of corresponding results of step
(c) and step (f) minus one and a difference of corresponding
results of step (¢) and step (f) divided by a sum of correspond-
ing results of step (c¢) and step ().

18. The method of claim 17, wherein the step of calculating
at least one user-definable statistic of the results of step (g) is
comprised of calculating at least one user-definable statistic
of the results of step (g) using a statistical method selected
from the group of statistical methods consisting of arithmetic
average, median, and maximum value.
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